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1. Motivation
qClose-talk mixture has a high input SNR of target speaker, but often 

contains significant cross-talk speech

qCross-talk reduction (CTR) aims at reducing cross-talk speech and 
enhancing close-talk speech
• Could enable many applications, e.g.,
o Generate pseudo-labels for real-recorded far-field mixtures
o Generate pseudo-reference signals for metric computation
o Reduce labeling efforts of annotators

q Supervised CTRnet on simu. data?
• Suffers from generalization issues, as simu. data often mismatches real data

q We propose un-/weakly-supervised CTRnet
• Can be trained directly on real data, realizing better generalizability
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2. Formulating CTR as blind deconvolution
qPhysical model

• Assuming 𝑃 far-field mics, and 𝐶 speakers, each wearing a close-talk mic
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qCTR via blind deconvolution
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• Not solvable, if not assuming prior knowledge about filter or source
qOur solution: model speech patterns via unsupervised deep learning

Close-talk mixture 𝑐:

Far-field mixture 𝑝:

4. Weakly-supervised CTRnet
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5. Experiments

qInput: real & imag. of all close-talk and far-field mixtures
qOutput: real & imag. of close-talk speech of each speaker
qLoss: mixture-constraint loss
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qLinear filter	&𝒈"(),)) is estimated via FCP [Wang+2021]
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• 𝑎 indexes all 𝑃 far-field and 𝐶 close-talk mics
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qRealistic speaker overlap is sparse and time-varying

qUnsupervised CTRnet often under-/over-separates mixed speakers
• Like clustering, assuming more clusters à smaller clusters, but some should be 

merged
q Our solution: leverage speaker-activity timestamps

• Let 𝑑 𝑐 ∈ 0,1 ! denote timestamps of speaker 𝑐, with 𝑁 denoting #samples
• Muting during training: avoid using predictions in silent ranges for FCP

(𝑍 𝑐, 𝑡, 𝑓 ∶= (𝑍 𝑐, 𝑡, 𝑓 	 ×	 𝐷 𝑐, 𝑡 	 ×	 𝐸(𝑐)

• Speaker-activity loss: predictions in silent ranges should be zero
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3. Unsupervised CTRnet

Speaker 𝑐 active
at frame 𝑡? 

Speaker 𝑐 active in the 
training segment?

Systems I J C P Masking/Mapping ↵ H/L SI-SDR (dB) " SDR (dB) " PESQ " eSTOI "

Unprocessed mixture - - - - - - - 14.7 14.7 2.92 0.875

Unsupervised CTRnet 30 0 2 6 Mapping 1/P 1 /� 26.5 26.8 3.88 0.973

SC [Boeddeker, 2019] - - - 6 - - - �1.9 7.1 2.27 0.561
IVA [Scheibler and Saijo, 2022] - - - 6 - - - 22.6 23.7 3.66 0.948

Table 1: Averaged separation results of unsupervised CTRnet on SMS-WSJ-FF-CT.

Row Systems I J C P Masking/Mapping ↵ H/L SI-SDR (dB) " SDR (dB) " PESQ " eSTOI "

0 Unprocessed mixture - - - - - - - 14.7 14.7 2.92 0.875

1a Unsupervised CTRnet 20 0 2 6 Mapping 1.0 4 / 4 24.0 24.3 3.77 0.964
1b Unsupervised CTRnet 30 0 2 6 Mapping 1.0 4 / 4 24.1 24.5 3.81 0.965
1c Unsupervised CTRnet 40 0 2 6 Mapping 1.0 4 / 4 23.9 24.2 3.86 0.965
1d Unsupervised CTRnet 50 0 2 6 Mapping 1.0 4 / 4 23.4 23.7 3.86 0.962

2 Unsupervised CTRnet 30 0 2 6 Masking 1.0 4 / 4 23.4 23.7 3.90 0.964

3a Unsupervised CTRnet 30 0 2 6 Mapping C/P 4 / 4 25.8 26.1 3.91 0.971
3b Unsupervised CTRnet 30 0 2 6 Mapping 1/P 4 / 4 26.0 26.3 3.90 0.971
3c Unsupervised CTRnet 30 0 2 6 Mapping 1/(2 ⇥ P ) 4 / 4 25.9 26.2 3.90 0.971
3d Unsupervised CTRnet 30 0 2 6 Mapping 1/(3 ⇥ P ) 4 / 4 25.9 26.2 3.87 0.970

4a Unsupervised CTRnet 29 1 2 6 Mapping 1/P 4 / 4 25.9 26.1 3.90 0.971
4b Unsupervised CTRnet 28 2 2 6 Mapping 1/P 4 / 4 25.7 26.0 3.90 0.971
4c Unsupervised CTRnet 27 3 2 6 Mapping 1/P 4 / 4 25.9 26.2 3.88 0.971

5a Unsupervised CTRnet 30 0 2 3 Mapping 1/P 4 / 4 25.9 26.2 3.87 0.971
5b Unsupervised CTRnet 30 0 2 2 Mapping 1/P 4 / 4 25.9 26.2 3.87 0.970
5c Unsupervised CTRnet 30 0 2 1 Mapping 1/P 4 / 4 24.8 25.0 3.87 0.968

6 Unsupervised CTRnet 30 0 2 6 Mapping 1/P 1 /� 26.5 26.8 3.88 0.973

7a SC [Boeddeker, 2019] - - - 6 - - - �1.9 7.1 2.27 0.561
7b IVA [Scheibler and Saijo, 2022] - - - 6 - - - 22.6 23.7 3.66 0.948

Table 2: Averaged separation results of unsupervised CTRnet on SMS-WSJ-FF-CT.

vided in CHiME-7 DASR Challenge.7 GSS is the most pop-
ular and effective separation model so far for modern ASR
systems. It first performs dereverberation using the weighted
prediction algorithm [Nakatani et al., 2010] and then com-
putes a mask-based beamformer for separation by using pos-
terior time-frequency masks estimated by a spatial clustering
module guided by oracle speaker-activity timestamps [Boed-
decker et al., 2018]. Notice that at run time GSS requires
oracle speaker-activity timestamps, while weakly-supervised
CTRnet only needs them for training and, once trained, no
longer needs them. Another note is that the training data of
the pre-trained ASR model provided by the challenge con-
tains GSS-processed signals, and is hence favorable to GSS.

6.3 Miscellaneous Configurations of CTRnet
For STFT, the window size is 16 ms, hop size 8 ms, and the
square root of the Hann window is used as the analysis win-
dow. TF-GridNet [Wang et al., 2023c] is employed as the
DNN architecture. Using the symbols defined in Table I of
[Wang et al., 2023c], we set its hyper-parameters to D = 128,
B = 4, I = 1, J = 1, H = 192, L = 4 and E = 4 (please
do not confuse these symbols with the ones defined in this
paper). The model has around 4.8 million parameters. ⇠ in
(10) and (11) is tuned to 10�3. � in (15) is set to 1.0.

7 Evaluation Results and Discussions
7.1 Results on SMS-WSJ-FF-CT
Table 2 configures unsupervised CTRnet in various ways and
presents the results on SMS-WSJ-FF-CT. Row 0 reports the
scores of unprocessed mixtures. The 14.7 dB SI-SDR indi-
cates that the close-talk mixtures are not clean due to the con-
tamination by cross-talk speech. In 1a-1d, we vary the num-
ber of FCP filter taps I + J 2 {20, 30, 40, 50} and configure
the FCP filters to be causal by setting J = 0. We observe
that the setup in 1b obtains the best SI-SDR. In row 2, com-
plex masking rather than mapping is used to obtain Ẑ(c), but
the result is not better than 1b. In 3a-3d, we reduce ↵ in
(6) from 1.0 to C/P, 1/P, 1/(2 ⇥ P ) and 1/(3 ⇥ P ) so that
the loss on close-talk mixtures is emphasized. This is rea-
sonable since we aim at separating close-talk speech, rather
than far-field speaker images. From 1b and 3b, we observe
that this change leads to clear improvement (e.g., from 24.1
to 26.0 dB SI-SDR). In 4a-4c, we use non-causal FCP fil-
ters by increasing J from 0 to 1, 2 and 3, while fixing the
total number of filter taps to 30. This does not yield improve-
ments, likely because Ẑ(c) is regularized to be an estimate
of the close-talk speech of speaker c and hence the transfer
function relating it to speaker c’s reverberant images at other
microphones should be largely causal. In 5a-5c, we reduce
the number of far-field microphones from 6 to 3, 2 and 1.
That is, we only use microphone (a) 1; (b) 1 and 4; and (c)
1, 3 and 5 of the far-field six-microphone array to simulate
the cases when the far-field array only has a limited number
of microphones. Compared with 3b, the performance drops,

7See https://github.com/espnet/espnet/blob/master/egs2/chime7
task1/asr1/local/run gss.sh

DA-WER (%) #

Row Systems Muting? I J C P Val. Test

0 Unprocessed mixture - - - 4 - 28.3 27.8

1 Unsupervised CTRnet - 19 1 4 4 22.5 25.1
2 Weakly-supervised CTRnet 7 19 1 4 4 79.1 73.0
3 Weakly-supervised CTRnet 3 19 1 4 4 20.5 22.6

4 GSS [Boeddecker et al., 2018] - - - 4 4 26.2 26.6

Table 3: ASR results of CTRnet on CHiME-7 close-talk mixtures.

indicating the benefits of using more far-field mixtures as net-
work input and for loss computation, while the improvement
over the mixture scores in row 0 is still large. In default, our
models are trained using mini-batches of 4 four-second seg-
ments, while, in row 6, we train the model by using a batch
size of 1 and using each training mixture in its full length.
This improves SI-SDR over 3b, likely because better FCP fil-
ters can be computed during training by using all the frames
in each mixture.

In row 7a and 7b, SC and IVA perform worse than CTRnet.
SC does not work well, possibly because, in this distributed-
microphone scenario where each speaker signal can have very
different SNRs at different microphones, the target T-F masks
at different microphones are significantly different.

7.2 Results on CHiME-7
Table 3 reports the ASR results of CTRnet on the close-talk
mixtures of CHiME-7. The filter taps I and J are tuned to
19 and 1. Notice that, here, one future tap is used, as the
real-recorded data in CHiME-7 exhibits non-negligible syn-
chronization errors among different microphone signals and
we find that allowing one future tap can mitigate the synchro-
nization issues. Complex spectral mapping is used in default.

In row 0, the mixture DA-WER is high even though a
strong pre-trained ASR model is used for recognition. This is
because the close-talk mixtures contain very strong cross-talk
speech, which confuses the ASR model on which speaker to
recognize. In row 1, using unsupervised CTRnet to reduce
cross-talk speech produces clear improvement (from 27.8%
to 25.1% DA-WER). In row 3, weakly-supervised CTRnet
with muting during training further improves the performance
to 22.6%. In row 2, muting is not applied when training
weakly-supervised CTRnet, and we observe much worse DA-
WER. We found that this is because, without using muting,
the LSA loss in (15) tends to push Ẑ(c) of each speaker c to-
wards zeros to obtain a smaller loss value. Compared with
GSS, weakly-supervised CTRnet, through learning, obtains
clearly better DA-WER (i.e., 22.6% vs. 26.6%). In addition,
clear improvement is obtained over the unprocessed mixtures
(i.e., 22.6% vs. 27.8%). These results indicate the effective-
ness of CTRnet for cross-talk reduction on real-recorded data.

8 Conclusion
We have proposed a novel task, cross-talk reduction, and a
novel solution, CTRnet, with or without leveraging speaker-
activity timestamps for model training. A key contribution
of this paper, we emphasize, is that the proposed CTRnet

qOn a simu. dataset (2-speaker, reverb, weak noise, fully-overlapped)
• Unsupervised CTRnet works, better than spatial clustering (SC) and IVA

qOn real-recorded CHiME-7 (4-speaker, reverb, noisy, sparse overlap)
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6. Conclusion

Weakly-supervised CTRnet 
better than (1) unsupervised 

CTRnet; and (2) guided source 
separation (GSS)

qCTRnet can be trained on real data and can effectively reduce cross-
talk speech on real data

qThe proposed un-/weakly-supervised learning based methodology for 
blind deconvolution works on challenging real data such as CHiME-7

Note: subscript 
indexes mics


